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siliceous phytoplankton) and diatoms were
equally abundant. Biogeochemical signa-
tures of the two blooms such as CO2 draw-
down were comparable, but significantly at
SOFeX-N, this drawdown was fueled main-
ly (60 to 70%) by regenerated nitrogen (am-
monium and urea), whereas at SOFeX-S
the bloom was driven mostly by nitrate
(60%) (9). Also, silicic acid depletion was
considerably higher at SOFeX-S, because at
SOFeX-N (and despite entrainment of sili-
cic acid from surrounding waters) the di-
atoms were silicic acid–limited (9). These
differences have important implications for
the uptake stoichiometry of carbon, nitrate,
and silicon during each bloom. 

POC export from the blooms into the
deep ocean was measured throughout the
experiments. At SOFeX-N, an optical par-
ticle interceptor on an autonomous profiler
“parked” at 100-m depth recorded the dai-
ly export flux for more than 50 days (10),
whereas at SOFeX-S daily export fluxes
were obtained for 28 days using the thori-
um-234 deficit approach (11). Both meth-
ods reported severalfold higher export
from iron-enriched waters relative to adja-
cent HNLC waters (10, 11). These export
fluxes (10, 11) are the best estimates to
date for the Southern Ocean of the ratio of
iron added:POC exported. This term is es-
sential to model the impact of elevated iron
supply on carbon biogeochemistry during
the geological past (8), and to estimate the
efficacy of oceanic iron enrichment as a
geoengineering fix (7, 8). The molar ratio
of iron added:carbon exported at 100-m
depth was 1.5 × 10−4 at SOFeX-S (11),
compared to 1 × 10−4 to 1 × 10−5 for
SOFeX-N (10); both ratios are higher (a

less efficient fix) than those previously
used by geoengineers in theoretical calcu-
lations of carbon sequestration (8). 

How did the different bloom popula-
tions (9) impact POC export at each site?
At SOFeX-N, export increased between
days 30 and 55, resulting in enhanced ex-
port of 120 to 1170 mmol C m−2 [upper and
lower limits assume that the optical “sedi-
ment trap” intercepted the particle rain in-
termittently or continuously, respectively
(10)], whereas at SOFeX-S enhanced flux-
es of 225 mmol C m−2 were recorded over
28 days (11). However, several issues pre-
vent a direct comparison. The SOFeX-N
export event was probably triggered by the
subduction of phytoplankton to depth when
the bloom filament encountered a front
(10), whereas no such vertical-transport
mechanism was evident at SOFeX-S (11).
Also, throughout both experiments, phyto-
plankton exhibited elevated photosynthetic
competence Fv/Fm (9), suggesting that both
blooms were characterized by “healthy”
cells, and that they had yet to reach termi-
nation by resource limitation (see the fig-
ure). Thus, at SOFeX-S, the export flux
from the bloom is probably an underesti-
mate (11), whereas at SOFeX-N, subduc-
tion of “healthy” cells may have prema-
turely terminated the bloom, and provided
an overestimate of export (10). 

SOFeX has yielded exciting and impor-
tant findings—in particular, that iron en-
richment of low–silicic acid HNLC waters
results in a bloom that is dominated by
nonsiliceous cells (9), which are probably
fueled by regenerated nitrogen. Previously
it was thought that such taxa exhibited on-
ly transient increases in stocks before being

grazed by microzooplankton (12). Evi-
dence of the fate of the SOFeX blooms was
equivocal, with neither bloom exhibiting
signs of termination (see the figure). To
date, iron-stimulated polar blooms have
been observed for periods ranging from 20
to 50 days without evidence of decline,
whereas natural polar blooms persist for
less than 25 days (13) before terminating
(see the figure). Such longevity of iron-
stimulated blooms may be due to multiple
iron enrichments [four over 30 days for
SOFeX-N (9)], resulting in iron-supply
rates considerably higher than occur in na-
ture. Alternatively, artifactual entrainment
of surrounding HNLC waters into the iron-
enriched bloom may retard algal aggrega-
tion and subsequent POC export (14). The
design of future polar mesoscale iron en-
richments must reconsider the magnitude
of iron supply, and the spatial and temporal
scale of these experiments.
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The horns of a dilemma 
are usually on the same bull (1).

W
hen it comes to behavior, the na-
ture-nurture controversy has not
disappeared. The public is leery

of attributing behavioral influence to DNA
rather than to the environment and free
will; worries abound over the ethical impli-
cations of biological determinism. Many
social and behavioral scientists are skepti-
cal as well, either because the concept of
“DNA as destiny” does not jibe with their

understanding of the dynamic nature of be-
havior or because they consider human be-
havior to be much more complex than that
of animals studied from a genetic perspec-
tive. By contrast, biologists have long ac-
cepted that genes, the environment, and in-
teractions between them affect behavioral
variation. Traditionally, behavioral varia-
tion has been partitioned using statistical
analysis into genetic (G), environmental
(E), and G × E components, an approach
that began long before the advent of mo-
lecular biology. This retains the flavor of
the nature-nurture dichotomy, which influ-
ences how research in this field is inter-
preted. Fortunately, we can now study
genes in enough detail to move beyond the

nature-nurture debate. It is now clear that
DNA is both inherited and environmental-
ly responsive.

Behavior is orchestrated by an interplay
between inherited and environmental influ-
ences acting on the same substrate, the
genome (see the figure). For behavior,
gene expression in the brain is the initial
readout of the interaction between heredi-
tary and environmental information.
Inherited influences (“nature”) include
variations (polymorphisms) in DNA se-
quence transmitted from generation to gen-
eration over an evolutionary time scale.
DNA polymorphisms can affect protein ac-
tivity (sometimes via posttranslational
mechanisms) and gene expression in the
brain: when, where, and how much of each
protein is produced. The environment
(“nurture”) also influences gene expres-
sion in the brain during the lifetime of an
individual (2, 3). Environmental effects oc-
cur over developmental and physiological
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time scales. Gene expression in the brain
constitutes the first measurable indicator of
the interaction between the genome and the
environment.

Until recently, this “first phenotype”
was not easy to study. However, it is now
possible to investigate the relationship be-
tween gene expression and behavior in the
brains of animal models, thanks to new ge-
nomic techniques that make gene expres-
sion analysis more sensitive, efficient, and
comprehensive. As the following three ex-
amples illustrate, we can finally begin to
understand the interplay of hereditary and
environmental influences on genomic ac-
tivity and individual behavior. Each exam-
ple deals with just one gene, but don’t be
misled. All behaviors are influenced by the
actions of many genes; the three highlight-
ed here exert their effects as part of gene
networks that give rise to diverse pathways
of physiological activity. 

The gene encoding the vasopressin V1a
receptor plays a prominent part in the so-
cial behavior of voles (4). The vasopressin
system is dynamic in mammals, and surges
of this neuropeptide hormone occur in the
brains of males after mating. Inherited dif-
ferences in the brain distribution of V1a re-

ceptors underlie striking species differ-
ences in vole mating habits. The prairie
vole (Microtus ochrogaster) is monoga-
mous, whereas most other species of mam-
mal are polygamous. Differences in recep-
tor distribution and behavior are associated
with a microsatellite length polymorphism
in the promoter of the V1a receptor gene.
Transgenic male mice with a prairie vole
version of this promoter respond to vaso-
pressin by bonding with females as if they
were prairie voles. The V1a receptor gene
demonstrates how behavioral variation can
be generated by inherited influences on
gene expression.

The foraging gene (for), which encodes
a guanosine 3′,5′-monophosphate–depend-
ent protein kinase (PKG), causes inherited
differences in behavior in natural popula-
tions of the fruit fly Drosophila melan-
ogaster (5). Allelic differences in for ex-
pression result in two foraging variants:
“Rover” flies have higher levels of for
mRNA and PKG activity and are more ac-
tive food gatherers than “sitter” flies. An
ortholog of Drosophila for is involved in
regulating food gathering in the honey bee
Apis mellifera. In this case, the effect oc-
curs over a developmental, rather than an

evolutionary, time scale (6). The age-relat-
ed transition by bees from hive work to for-
aging is associated with an increase in for
expression in the brain. Expression of for
in the bee brain also responds to the dy-
namic aspects of life in a bee colony, such
as when the need arises for some individu-
als to begin foraging earlier in life than
usual. For example, a spike in birthrate that
results from favorable environmental con-
ditions in the spring yields a colony defi-
cient in foragers; precocious foragers show
a premature increase in for brain expres-
sion. Likewise, treatment that elevates
PKG activity also causes precocious forag-
ing. The for gene demonstrates how behav-
ioral variation can be generated by both in-
herited and social (environmental) influ-
ences on the same gene, albeit in different
species.

The steroid glucocorticoid hormone is
an important component of the system that
coordinates behavioral responses to stress
in vertebrates. Rats (Rattus norvegicus)
with a more active glucocorticoid recep-
tor–encoding gene in their brains are more
tolerant of stress than individuals produc-
ing fewer receptors. These differences ex-
plain variation in maternal care exhibited
by different mother rats (7). Variation in
maternal care in rats is inherited; pups that
receive the minimum care from their moth-
ers grow up to return the favor when they
have their own offspring. Apparently, pups
experiencing indifferent care show pro-
found changes in brain gene activity, in-
cluding decreased expression of the gluco-
corticoid receptor gene. But these inherited
differences in gene expression and behav-
ior occur even in the absence of DNA poly-
morphisms. In the case of the glucocorti-
coid receptor gene of neglected rat pups, it
is epigenetic modification of the DNA se-
quence through methylation that is in-
volved in their altered adult behavior (8).
Hence, environmental influences on behav-
ior can cause epigenetic changes in the
genome that are inherited. 

Any modern reformulation of nature-
nurture questions concerning behavior re-
quires knowing which genes vary as a result
of heredity and which genes respond to en-
vironmental factors. A broad search for
genes sensitive to both influences might
provide breakthroughs in the study of genes
and behavior. These genes might be pace-
makers—evolutionarily labile and mecha-
nistically important—and their identifica-
tion may lead to molecular pathways that are
critical to the brain machinery that modu-
lates behavior. Identification and analysis of
the promoters and enhancers that regulate
these genes should also provide important
insights into how inherited and environmen-
tal factors affect brain and behavior. C
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Emphasizing the dynamic responsive-
ness of the genome over different time
scales not only provides a framework that
includes both mechanistic and evolution-
ary explanations of behavior at the molec-
ular level, but may also attract more social
and behavioral scientists to the quest to un-
derstand the relationship between genes
and behavior. In the past, social and behav-
ioral scientists might have dismissed mo-
lecular studies of behavior in animal mod-
els by pointing to the greater complexity of
human behavior. Yet the examples offered
here—pair bonding, foraging, and care of
offspring, each involving molecules known
to also be present in humans—illustrate
complex behaviors performed over days
and weeks or even a lifetime. These behav-
iors have learned components and are per-
formed in a social context. The value of an-
imal models can be further enhanced by
applying genomics to generate large-scale

expression profiles of individuals with dif-
ferent genotypes tested in different envi-
ronments (9). In addition, the application
of informatics should enable new litera-
ture-based comparative analyses of behav-
iors across different species (10).

Development of new tools marrying
the vast literature on behavior with ge-
nomics could also spark increasing in-
volvement by social and behavioral scien-
tists in molecular genetic studies of behav-
ior. This would be a welcome development
indeed. A complete explication will re-
quire the integration of diverse perspec-
tives in molecular biology, neuroscience,
evolutionary biology, and the social sci-
ences. Such a collaboration, grounded in
our rapidly increasing knowledge of the
dynamic genome, should help everyone
get past the dilemma of nature versus nur-
ture. Then we can all focus on both the
tremendous opportunities and the chal-

lenging ethical concerns related to the
study of genes and behavior. 
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ne of the primary goals of modern
astronomy is understanding the for-
mation history of galaxies. This

problem can be divided into separate sub-
questions, but perhaps the most straightfor-
ward is understanding the formation of the
most massive galaxies. There are well-
defined predictions for how massive galax-
ies should form (1, 2), and massive galax-
ies are the easiest to study because they are
usually the brightest at any given epoch.
Massive galaxies in the nearby universe
contain most of the stars in the universe (3)
and are generally composed of old stellar
populations (4). However, it is difficult if
not impossible to determine, within a few
billion years, the ages of these galaxies
with the use of modern methods for dating
stellar populations (4). The solution is to
study galaxies forming in the early uni-
verse. This can be done by examining
galaxies whose light is highly redshifted
and thus emerging from the most distant
parts of the universe.

Astronomers are beginning to answer
the questions of when and how these mas-
sive galaxies formed. Historically, most at-
tention has been placed on determining

when massive galaxies formed by identify-
ing and measuring properties of galaxies at
high redshift (where larger redshift values
z mean that we are looking back at earlier
times in the universe; at z ~ 3, we are see-
ing the universe as it was 11 billion years
ago). The first samples of high-redshift
galaxies, selected by their ultraviolet emis-
sion, demonstrated that these systems have
number densities and clustering properties
similar to those of nearby massive galaxies
(5, 6). However, subsequent determina-
tions of the stellar masses of these galaxies
(i.e., the amount of mass in a stellar form)
showed that these galaxies have lower stel-
lar masses, similar to the mass of the bulge

of our own Milky Way galaxy (7). Very few
if any of these massive systems have stellar
masses within a factor of 10 of the most
massive galaxies in the modern universe
(7, 8). 

The total integrated stellar mass density
at these redshifts is also roughly a factor of
10 lower than the stellar mass density today
(9). It appears from these observations, and
from the fact that the star formation rate
within galaxies remains high until redshift
z ~ 1 (10), that some massive galaxies did
not acquire all their mass early. This is con-
sistent with the Cold Dark Matter model
for structure formation, which predicts that
the most massive objects form gradually
through accretion and merging (1).
Another possibility is that there are galax-
ies at redshifts z ~ 3 that are not identified
in ultraviolet-selected redshift surveys be-
cause they are made up of old stars or con-
tain large amounts of dust. Both situations
create galaxies with red spectral energy
distributions that would be missed in tradi-
tional ultraviolet-selected surveys (11).

It has been argued
that populations of these
red, possibly old and
massive, galaxies have
been found at z ~ 1.5 to
3 (11, 12). These sys-
tems are characterized
by rest-frame optical
colors similar to colors
of nearby normal galax-
ies, and their clustering
and stellar mass proper-
ties suggest that they are
massive (13). The inte-
grated stellar mass den-
sity of these galaxies is
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Galactic mergers and acquisitions. Hubble Space Telescope images

of galaxies forming by major mergers when the universe was younger

than half its current age. These are some of the brightest galaxies

found in the distant universe. These images were taken as part of the

Hubble Deep Field program and have sizes a few arc seconds across.
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